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Abstract The fossil record shows that the stromatolites built
by cyanobacteria 2 and 3 billion years ago are virtually
identical to those built by their modern descendants, which is
just a part of much evidence revealing that bacteria have
barely changed in billions of years. They appeared very early
in the history of life and have conserved their complexity (in
terms of size, shape, and number of components) ever since.
The eukaryotes, however, did the opposite. They repeatedly
increased the complexity of their cells and eventually broke
the cellular barrier and gave origin to all living creatures that
we see around us. This gives us one of the major problems in
evolution: why have the prokaryotes maintained the same
complexity throughout the history of life while the eukary-
otes have become increasingly more complex? Here it is
shown that a solution does exist, but it is based on experi-
mental data that so far have largely been ignored. It is based
on the discovery that, in addition to the genetic code, many
other organic codes exist in living systems. The potential to
generate organic codes was already present in the common
ancestor but was not transmitted indefinitely to all its
descendants. After the genetic code and the signal trans-
duction codes that gave origin to the first cells, the
prokaryotes evolved no other organic code, whereas the
ancestors of the eukaryotes continued to explore the coding
space and gave origin to splicing codes, histone code,
cytoskeleton codes, tubulin code, compartment codes, and
sequence codes. This experimental fact suggests that the
prokaryotes did not increase their complexity because they
did not evolve new organic codes, whereas the eukaryotes
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became increasingly more complex because they maintained
the potential to bring new codes into existence.
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The Problems of Cellular Evolution

One of the greatest discoveries of paleontology is that our
planet was inhabited exclusively by free-living cells, or
microorganisms, for the first 3 billion years of the history
of life (Schopf 1999). It is an experimental fact, as well,
that cells are either prokaryotes (without a nucleus) or
eukaryotes (well nucleated), and we have therefore the
problem of understanding how those two types of
microorganisms evolved during those billions of years.
The fossil record has revealed the presence of fossilized
bacteria in most Precambrian rocks, and has shown that the
stromatolites built by cyanobacteria 2 and 3 billion years
ago are virtually identical to those built by their modern
descendants (Barghoorn and Tyler 1965; Knoll 2003). The
bacteria, in other words, appeared very early in the history of
life and have conserved their complexity (in terms of size,
shape, and number of components) ever since. They have
exploited virtually all sources of energy on Earth and have
adapted to nearly all environments, but the extraordinary
achievements of their metabolic versatility were obtained
without changing the overall complexity of the bacterial
cell. This point has been beautifully illustrated by Lane:

... the bacteria and archaea have barely changed in 4
billion years of evolution. There have been massive
environmental upheavals in that time. The rise of
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oxygen in the air and oceans transformed environ-
mental opportunities, but the bacteria remained
unchanged. Glaciations on a global scale (snowball
earths) must have pushed ecosystems to the brink of
collapse, yet bacteria remained unchanged....Nothing
is more conservative than a bacterium. (Lane 2015,
p. 158)

The eukaryotes, instead, did the opposite. They repeat-
edly increased the complexity of their cells and eventually
broke the cellular barrier and gave origin to plants and
animals, to nervous systems and mind, in short, to all living
creatures that we see around us.

This gives us one of the major problems in evolution:
why have the prokaryotes maintained the same complexity
through the history of life while the eukaryotes have
become increasingly more complex?

Another great problem in evolution is the types of cells
that started it.

The fact that all known cells contain a virtually uni-
versal genetic code implies that that code evolved in a
population of primitive systems that has become known as
the last universal common ancestor (LUCA). It must be
underlined, on the other hand, that that ancestor did not
transmit other universal features to its descendants. In
particular it did not transmit a universal cell membrane.
This means that it was the descendants of the common
ancestor that evolved the modern cell membranes and gave
origin to the first modern cells. But how did they do it? And
how many types of cells descended from the common
ancestor?

A major turning point in this field came in 1977, when
Woese and Fox discovered that the phylogenetic trees
obtained from ribosomal-RNAs divide all living creatures
in three major groups: two types of bacteria that Woese and
Fox (1977) called archaebacteria and eubacteria, and a
third group representing the ancestors of the eukaryotic
cells that they called urkaryotes.

This discovery has two outstanding implications:

(1) There are two fundamentally different types of
bacteria in life (archaebacteria and eubacteria).

(2) The first ancestors of the eukaryotes were phyloge-
netically as old as the bacteria.

Later on, Woese renamed the three groups and proposed
that all living systems belong to three distinct primary
kingdoms, or domains, that were called Archaea, Bacteria,
and Eucarya (Woese 1987, 2000; Woese et al. 1990).

Woese’s first conclusion, the idea that there is a fun-
damental dichotomy between Archaea and Bacteria, has
been fully confirmed. In Bacteria, for example, the cell
membrane contains phospholipids, whereas in Archaea it
contains isoprenoid lipids. In Bacteria the cell wall is made
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of peptidoglycans, whereas in Archaea it is made of pro-
teinaceous material. Bacteria move by flagella that obtain
energy from ion currents, whereas Archaeca move by totally
different organelles that obtain energy from ATP (Harold
2014). What has been much more controversial, instead, is
Woese’s second conclusion, the idea that the descendants
of the last common ancestor gave origin not only to
Archaea and Bacteria but also to the first ancestors of the
eukaryotes, the cells that he called urkaryotes.

The Primary Kingdoms

The universal tree reconstructed by Woese was obtained
from ribosomal RNAs, but in principle it should also be
recovered from proteins because they too contain phylo-
genetic information. When the techniques of molecular
phylogeny were applied to proteins, however, the results
turned out much more complex than expected. Some pro-
teins confirmed the three domains obtained from the ribo-
somal RNAs, but other proteins led to different
phylogenetic trees (Brown and Doolittle 1997).

The solution to this puzzle came from the discovery that
bacteria are regularly swapping genetic material with the
process of horizontal gene transfer (Miller 1998). The
pattern of a tree is realized when genes are transmitted
virtually unchanged from one generation to the next, i.e.,
when descent is vertical. When genes instead are swapped
horizontally in every generation they become part of many
branches simultaneously and the resulting pattern is no
longer a tree but a web (Doolittle 1999; Doolittle and
Bapteste 2007).

The phylogenetic record, in other words, has been
heavily blurred by horizontal gene transfer, and the three
primary kingdoms emerge clearly only from molecules that
have largely avoided that process, i.e., from molecules—
like the ribosomal RNAs—that have been highly conserved
in evolution.

A more powerful approach to cell phylogeny was taken
up when it became possible to study not only individual
molecules but entire genomes (Koonin 2003; Snel et al.
2005; Simonson et al. 2005; Jun et al. 2010). One of the
most important results of this extended technology was the
discovery that all modern eukaryotes belong to five or six
major groups that radiated from what has been called the
last eukaryotic common ancestor (LECA) (Baldauf 2003;
Adl et al. 2005; Keeling et al. 2005; Koonin 2012).

Another outstanding result of genome phylogeny was
the discovery that the eukaryotic cells received genes from
both Archaea and Bacteria. More precisely, they received
about 20 % of their genes from Bacteria and about 10 %
from Archaea, while the remaining 70 % are exclusively
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found in eukaryotes and are referred to as eukaryotic sig-
nature genes (Lane 2015). The problem is that this exper-
imental fact can be interpreted in two completely different
ways.

One hypothesis is that the common ancestor gave origin
to three primary kingdoms, as postulated by Woese, and
the eukaryotes received genes from all three lineages. The
other hypothesis is that the common ancestor gave origin
only to two primary kingdoms—Archaea and Bacteria—
and the eukaryotes appeared at a later stage as a result of an
extraordinary cell fusion between an archaeon and a bac-
terium (Martin and Miiller 1998; Lopez-Garcia and Mor-
eira 1999; Rivera and Lake 2004; Koonin 2007). In this
case the eukaryotic signature genes would have been the
result of extensive modifications of the original prokaryotic
genes. This hypothesis is highly popular today, but
Woese’s idea of three primary kingdoms is fully compat-
ible with the evidence and cannot be ruled out (Kurland
et al. 2006).

What is most important, to our purposes, is that the
above hypotheses do not give an answer to the problem of
complexity. None of them explains why the prokaryotes
have remained substantially the same throughout the his-
tory of life while the eukaryotes have become increasingly
more complex.

As a matter of fact, a solution to this problem does exist,
but is based on experimental data that so far have largely
been ignored. It is based on the discovery that, in addition
to the genetic code, many other organic codes are at work
in living systems.

The Road Not Taken

A wide variety of organic codes have come to light in
living systems in addition to the genetic code. Among
them, the sequence codes (Trifonov 1989, 1996, 1999), the
histone code (Strahl and Allis 2000; Turner 2000, 2007;
Kithn and Hofmeyr 2014), the sugar code (Gabius
2000, 2009), the signal transduction codes (Barbieri 2003),
the compartment codes (Barbieri 2003), the splicing codes
(Barbieri 2003; Fu 2004; Matlin et al. 2005; Pertea et al.
2007; Barash et al. 2010; Dhir et al. 2010), the cytoskeleton
codes (Barbieri 2003; Gimona 2008), the tubulin code
(Verhey and Gaertig 2007; Janke 2014; Raunser and Gat-
soiannis 2015; Barisic and Maiato 2016; Chakraborti et al.
2016), the nuclear signaling code (Maraldi 2008), the
injective organic codes (De Beule et al. 2011; De Beule
2014), the molecular codes (Gorlich et al. 2011; Gorlich
and Dittrich 2013), and the ubiquitin code (Komander and
Rape 2012).

The fact that many organic codes exist today implies not
only that they came into being during the history of life but

also that they contributed to that history. So far, however,
this has not been taken into account and the theories that
have been proposed on cellular evolution have not even
mentioned the organic codes that appeared in living sys-
tems after the genetic code.

There are various reasons for that but one of them is
particularly worth mentioning. The very first model of the
genetic code was the stereochemical theory, an idea pro-
posed by Gamow in 1954 and later re-proposed by many
other authors, which states that the relationships between
codons and amino acids are determined by stereochemical
affinities. This theory automatically implies that the genetic
code is not a real code because its rules are the
inevitable result of chemical processes and do not have the
arbitrariness that is essential in any code.

It took a long time and much experimental work to
overturn this conclusion. Eventually, however, it was
shown that there are no deterministic links between codons
and amino acids since any codon can be associated, in
principle, to any amino acid (Schimmel 1987; Schimmel
et al. 1993). Hou and Schimmel (1988), for example,
introduced two extra nucleotides in a tRNA and found that
that the resulting tRNA was carrying a different amino
acid. Similar results have been obtained by many other
modifications of the genetic code (Budisa 2004, 2014;
Hartman et al. 2007; Ling et al. 2015; Acevedo-Rocha and
Budisa 2016), thus proving that the number of possible
connections between codons and amino acids is potentially
unlimited. The genetic code, in other words, is a real code
because it is a set of arbitrary rules that create a mapping
between the objects of two independents worlds.

The stereochemical theory, on the other hand, has been
the dominant model for many years in biology and its
message that the genetic code is determined by chemistry
is still hanging around. This probably explains the per-
sistent belief that the organic codes are metaphorical
entities, mere names that we use simply because they are
intuitively appealing. Before discussing their role in evo-
lution, therefore, we need to make sure that they are
experimental realities, that there is nothing metaphorical
about them.

Organic codes are relationships between two indepen-
dent worlds of organic molecules and are necessarily
implemented by a third type of molecules, called adaptors,
that build a bridge between them. The adaptors are required
because there is no necessary link between two indepen-
dent worlds, and a fixed set of adaptors is required in order
to guarantee the specificity of the mapping. The adaptors,
in short, are the molecular fingerprints of the codes, and we
can prove that an organic code exists if we find three
things: (1) two independent worlds of molecules, (2) a
potentially unlimited number of arbitrary connections
between them implemented by adaptors, and (3) a selection
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of the adaptors (a set of coding rules) that ensures a specific
mapping (Barbieri 2003).

It must be underlined that the term “code” has also been
given to processes that are not based on adaptors, and this
is clearly a potential source of confusion. In order to avoid
misunderstandings, therefore, the term “organic code” is
used here exclusively for the adaptor-based processes.
With this premise, let us now take a look at some of the
organic codes that have been discovered so far in addition
to the genetic code.

The Signal Transduction Codes

Signal transduction is the process by which cells transform
the signals from the environment, called first messengers,
into internal signals, called second messengers. First and
second messengers belong to two independent worlds
because there are literally hundreds of first messengers
(hormones, growth factors, neurotransmitters, etc.) but only
four main families of second messengers (cyclic AMP,
calcium ions, diacylglycerol, and inositol trisphosphate)
(Alberts et al. 2007). The crucial point is that the molecules
that perform signal transduction are true adaptors. They
consist of three subunits: a receptor for the first messen-
gers, an amplifier for the second messengers, and a medi-
ator in between (Berridge 1985). This allows the
transduction complex to perform two independent recog-
nition processes, one for the first messenger and the other
for the second messenger.

Laboratory experiments have proved that any first
messenger can be associated with any second messenger,
which means that there is a potentially unlimited number of
arbitrary connections between them (Alberts et al. 2007).
In signal transduction, in short, we find the three essential
components of a code: (1) two independent worlds of
objects (first messengers and second messengers), (2) a
potentially unlimited number of arbitrary connections
produced by adaptors, and (3) a set of coding rules (a
selection of the adaptors) that ensures the specificity of the
correspondence.

As for the role that the signal transduction codes had in
evolution, a good clue comes from first examining the
evolutionary role of the genetic code. The first genetic code
that appeared on Earth was necessarily ambiguous because
biological specificity had not yet come into existence (Fitch
and Upper 1987; Osawa 1995). In that case, a sequence of
codons was translated at some point into a protein and at
some other time into a different protein, and the apparatus
of protein synthesis was inevitably producing statistical
proteins (Woese 1965). The evolution of the genetic code
was therefore a process that steadily reduced and finally
eliminated its ambiguity (Barbieri 2015a). When that
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happened, it became possible to translate genes into
specific proteins and life as we know it—Ilife based on
biological specificity—came into existence.

The origin of a non-ambiguous genetic code, however,
was not enough to produce a modern cell. The reason is
that the descendants of the common ancestor could produce
specific proteins but not specific responses to the envi-
ronment, because they had not yet evolved a modern signal
transduction system. They had biological specificity in
protein synthesis, but not in their interactions with the
world.

This is the role that the signal transduction codes had in
evolution. As the genetic code was instrumental to the
transition from statistical to specific proteins, the signal
transduction codes were instrumental to the transition from
statistical to specific cell behaviours, and it was these
specific behaviors that marked the origin of the first mod-
ern cells (Barbieri 2016).

It is an experimental fact, furthermore, that Archaea,
Bacteria, and Eucarya have three different types of mem-
branes and three distinct signaling systems (Harold 2014;
Marijuan et al. 2015). This suggests that the descendants of
the last common ancestor evolved along independent lines
and gave origin to three types of cells by combining the
universal genetic code with three distinct signal-transduc-
tion codes.

The Splicing Codes

All genes are copied into RNA molecules that are called
primary transcripts, and all proteins are made from tem-
plates of RNA molecules that are called messenger RNAs.
In bacteria, the primary transcripts are directly used as
messenger RNAs, but in eukaryotes things are much more
complex. The primary transcripts are first cut into pieces
and then some of them (called introns) are removed, and
the remaining pieces (called exons) are joined together to
form a messenger RNA. These cutting-and-sealing opera-
tions are collectively known as splicing, and it has been
shown that there are significant parallels with protein
synthesis: (a) the splicing machines, known as spliceo-
somes, are huge molecular structures like ribosomes;
(b) splicing employs small molecules, called small nuclear
RNAs (snRNA), that are comparable to transfer-RNAs; and
(c) the result of both processes is the assembly of mole-
cules: splicing assembles messenger-RNAs from exons,
whereas protein synthesis assembles proteins from amino
acids.

The crucial point is that the snRNAs are real adaptors
because they perform two independent recognition pro-
cesses, one for the beginning and the other for the end of an
intron. In splicing, therefore, we find all the three essential
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components of a code: (1) two independent worlds of
objects (primary transcripts and messenger RNAs), (2) a
potentially unlimited number of arbitrary connections
produced by adaptors, and (3) a set of coding rules that
ensures the specificity of the correspondence. Splicing, in
other words, is a codified process based on adaptors and
takes place with sets of rules that have been referred to as
splicing codes (Barbieri 2003; Fu 2004; Matlin et al. 2005;
Wang and Burge 2008).

It must be underlined that there are two major compli-
cations in splicing with respect to protein synthesis. One is
the fact that the order in which the exons are joined toge-
ther can be shuffled in various ways, and this operation,
called alternative splicing, allows the cell to obtain a whole
family of proteins from the same gene. The expression of
these proteins, furthermore, can change during embryonic
development, which means that alternative splicing has a
key role in the generation of biological diversity. It has
been found, furthermore, that splicing mistakes have
pathological effects that account for about one-fifth of all
inherited diseases (Buratti et al. 2006; Wang and Cooper
2007; Solis et al. 2008; Cooper et al. 2009; Tazi et al.
20009).

The other great complication of splicing is the fact that
many introns carry sequences that are similar to exons but
translate into nonsense and for this reason are called
pseudo exons or pseudo genes. They would create havoc if
incorporated into mRNAs, and the splicing machinery had
to evolve the means to differentiate real exons from pseudo
ones. The result is that real exons contain internal identity
marks that are known as exonic splicing enhancers (ESEs)
and exonic splicing silencers (ESSs) (Fu 2004; Matlin et al.
2005; Pertea et al. 2007). The presence of these marks, in
turn, means that the adaptors of the splicing codes are not
single molecules but combinations of molecules because
they must be able to recognize not only the beginning and
the end of the real exons, but also their internal identity
marks.

The actual deciphering of the splicing codes is taking
considerably longer than that of the genetic code because it
is incredibly more complex. Let us keep in mind that the
discovery of the genetic code has been facilitated by two
particularly favorable features, more precisely, by the fact
that (1) the adaptors are single molecules (the tRNAs) and
(2) the coding units form a closed set (64 codons and 20
amino acids). In the case of splicing, instead, the adaptors
are combinations of molecules (combinatorial codes), and
the domain (or alphabet) of the codes is open and poten-
tially unlimited.

The overall complexity of splicing is such that the most
practical way of discovering its rules is by building com-
putational models that are capable of predicting new
splicing rules on the basis of existing data. Such models

have already started appearing in the literature (Pertea et al.
2007; Barash et al. 2010; Dhir et al. 2010) and represent
our first glimpse of the splicing codes.

The Histone Code

The classical double helix of the DNA has a width of two
nanometers but in eukaryotes many segments of this fila-
ment are folded around groups of eight histone proteins and
form blocks, called nucleosomes, that give the filament a
beads-on-a-string appearance. This string, called chro-
matin, is almost six times thicker than the double helix and
is further folded into spirals of nucleosome groups, called
solenoids, that arrange it in fibers of increasing thickness
and ultimately into the 600 nm fiber of the chromosome.
These multiple foldings allow the eukaryotic cells to
pack their long chromosomes into the tiny space of their
nuclei, and for this reason it was originally assumed that
the histones have a purely packaging role. The experi-
mental data, however, revealed that the “tails” of the his-
tones (the parts that protrude from the surface of the
nucleosomes) are subject to post-translational modifica-
tions (in particular acetylation, methylation, and phospho-
rylation) that have highly dynamic roles and are involved
in the activation or in the repression of gene activity
(Kornberg and Lorch 1999; Wu and Grunstein 2000).
The histone tails represent about 25-30 % of the histone
mass, and their modifications can alter the chromatin either
directly or indirectly. The direct modifications are those
that physically open or close the molecular space (in par-
ticular the electrostatic barrier) that surrounds the genes
and in this way control the transit of DNA-binding proteins
(Hansen et al. 1998; Wolfe and Hayes 1999). Several
discoveries, however, have shown that the most frequent
effects are obtained by indirect mechanisms. In these cases,
the modified histone tails provide “marks” on the surface
of the nucleosomes that are recognized by specialized
effector proteins that set in motion chains of biological
reactions that eventually end in the activation or in the
repression of specific genes (Agalioti et al. 2002; Peterson
and Laniel 2004; Berger 2007; Gréff and Mansuy 2008).
A key breakthrough in this field came with the discovery
that the histone modifications do not act individually, and
the final result is due to a combination of histone marks
rather than a single one. This led David Allis and col-
leagues to propose that the histone marks operate in com-
binatorial groups, like letters that are put together into the
words of a molecular “language” and that was referred to
as histone code (Strahl and Allis 2000; Jenuwein and Allis
2001).
The same concept was independently proposed by
Turner (2000, 2002) who argued that there is an epigenetic
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code at the heart of the regulation mechanism based on
histone tail modifications. He also noticed that there are
both short-term and long-term effects in that mechanism.
The short-term modifications change rapidly in response to
external signals and represent a mechanism by which the
genome quickly responds to the environment (Schreiber
and Berstein 2002). The long-term modifications, instead,
are those that are set up at early stages of embryonic
development and allow the transcription of specific genes
at more advanced stages (Turner 2007).

Kiihn and Hofmeyer (2014) have pointed out that the
effector proteins of the histone code have two distinct
domains: one that recognizes histone modifications and
one that initiates biological reactions. It has been shown,
for example, that the acetylated lysines are specifically
recognized only by the bromodomains of the effector
proteins (Owen et al. 2000; Mujtaba et al. 2007). The
methylated amino acids are recognized by a greater
variety of domains, but again each recognition step is
absolutely specific (Maurer-Stroh et al. 2003; Kim et al.
2006). The effector proteins, in other words, perform two
independent recognition processes and behave therefore
as true adaptors.

These days, in conclusion, a large number of data sup-
ports the idea that the regulation of genetic activity by
histone modifications plays a fundamental role in all
eukaryotes and is based on the rules of a combinatorial
code that has become known as the histone code.

The Cytoskeleton Codes

A cytoskeleton is essential for typical eukaryotic processes
such as phagocytosis, mitosis, meiosis, ameboid move-
ment, organelle assembly, and three-dimensional organi-
zation of the cell, i.e., for all those features that make
eukaryotic cells so radically different from bacteria. The
actual cytoskeleton, in reality, is an integrated system of
three different cytoskeletons made of filaments (microfil-
aments, microtubules, and intermediate filaments), each of
which gives a specific contribution to the three-dimen-
sional form of the cell and to its mobility.

The driving force of the cytoskeleton is a mechanism
that biologists have called dynamic instability. The
cytoskeletal filaments—especially microtubules and
microfilaments—are in a state of continuous flux where
monomers are added to one end and taken away at the
other, and the filament is growing or shortening according
to which end is having the fastest run. But what is most
surprising is that all this requires lots of energy, which
means that the cell is investing enormous amounts of
energy not in building structures but in making them
unstable!
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In order to understand the logic of dynamic instability,
we need to keep in mind that cytoskeletal filaments are
unstable only when their ends are not attached to special
molecules that have the ability to anchor them. Every
microtubule, for example, starts from an organizing center
(the centrosome), and the extremity which is attached to
this structure is perfectly stable, whereas the other
extremity can grow longer or shorter, and becomes
stable only when it encounters an anchoring molecule in
the cytoplasm. If such an anchor is not found, the whole
microtubule is rapidly dismantled and another is launched
in another direction, thus allowing the cytoskeleton to
explore all cytoplasm’s space in a short time.

Dynamic instability, in other words, is a mechanism that
allows the cytoskeleton to build structures with an
exploratory strategy, and the power of this strategy can be
evaluated by considering how many different forms it can
give rise to. The answer is astonishing: the number of
different structures that cytoskeletons can create is poten-
tially unlimited. It is the anchoring molecules (called
accessory proteins) that ultimately determine the three-di-
mensional forms of the cells and the movements that they
can perform, and there could be endless varieties of
anchoring molecules. A proof of this outstanding versatility
is the fact that the cytoskeleton was invented by unicellular
eukaryotes but was later exploited by metazoa to build
completely new structures such as the axons of neurons, the
myofibrils of muscles, the mobile mouths of macrophages,
the tentacles of killer lymphocytes, and countless other
specializations.

Dynamic instability, in conclusion, is a means of cre-
ating an unlimited number of cell types with only one
common structure and with the choice of a few anchoring
molecules. But this is possible only because there is no
necessary relationship between the components of the
cytoskeleton and the cellular structures that the
cytoskeleton is working on. The anchoring molecules are
true adaptors that perform two independent recognition
processes: microtubules on one side and cellular structures
on the other side. This means that they are based on arbi-
trary rules, on true natural conventions that have been
referred to as the cytoskeleton codes (Barbieri 2003).

The Tubulin Code

Tubulin is the major component of the microtubules, the
filaments that form an internal scaffolding in all eukaryotic
cells and give origin to organelles such as cilia, centrioles,
basal bodies, and the mitotic spindle. Most microtubules
are in a state of rapid turnover and alternate very quickly
between growth and shrinkage. Within the cell, however,
there is also a population of microtubules that are relatively
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stable, in the sense that their turnover is measured in hours
rather than minutes. What is particularly important is that
the microtubules undergo a variety of posttranslational
modifications (PTMs) that have been strongly conserved in
evolution and are found in all eukaryotic taxa.

These PTMs consist in processes like acetylation,
phosphorylation,  polyglutamylation,  polyglycylation,
detyrosination, and palmitoylation that act preferentially on
stable microtubules. They have been studied with various
tests on purified tubulin, but the experiments have failed to
detect any direct effect of the PTMs on the dynamics of the
microtubules (Maruta et al. 1986; Webster et al. 1990).
This means that PTMs do not act by changing directly the
intrinsic properties of the microtubules, but rather by pro-
viding combinatorial signals for the recruitment of proteins
that interact with the microtubules. Different combinations
of PTMs, in other words, act like signposts that specify the
properties that microtubules are going to have in different
regions of the cell or in different periods of the cell cycle.
To this set of signposts, Verhey and Gaertig (2007) have
given the name of tubulin code.

An organic code, as we have seen, requires molecules
that act like adaptors between two different molecular
worlds. Verhey and Gaertig have identified three major
classes of microtubule binding proteins that can be con-
sidered adaptors of the tubulin code: (1) microtubule
associated proteins (MAPs) such as Tau, MAPI, and
MAP?2 that bind statically along the length of microtubules;
(2) plus-end tracking proteins (4TIPs) that bind in a
transient manner to the plus-ends of growing microtubules;
and (3) molecular motors that use the energy of ATP
hydrolysis to carry cargoes along microtubule tracks.

Verhey and Gaertig (2007, p. 2155) have also called
attention to a unique characteristic of the tubulin code.
Many epigenetic modifications are transmitted from one
generation to the next, but this does not usually happen in
the tubulin world:

Some microtubule-based organelles (e.g., centro-
somes and basal bodies) are inherited by a template-
driven mechanism but there is no evidence that the
template organelle directly influences the PTM pat-
tern in the new organelle. Rather, the PTM pattern is
recreated in the newly formed organelle in a gradual
manner .... other microtubule-based structures, such
as cytoplasmic microtubules, the mitotic spindle and
cilia, are formed de novo mostly, if not entirely, from
unmodified tubulin heterodimers. Thus, in case of
both template-dependent and template-independent
microtubular structures, PTM patterns are probably
recreated without a direct influence of preexisting
PTMs.

The existence of the tubulin code, in conclusion, is
based on sound experimental data but the actual deci-
phering of its rules is still at an early stage. Luckily, the
evidence in favor of this code is steadily growing and
various reports have recently contributed to extending this
new field of research (Janke 2014; Raunser and Gatsoiannis
2015; Barisic and Maiato 2016; Chakraborti et al. 2016).

The Compartment Codes

The cell membrane of bacteria is like a molecular skin
because it synthesizes its molecules in situ, just as a skin
layer contains the cells that continually renew it. In
eukaryotes, instead, the cell membrane is produced by a
completely different mechanism. The membrane replace-
ments are made in the interior of the cell in the form of
vesicles that move towards the surface and become incor-
porated into the existing membrane, while other vesicles
detach themselves from the plasma membrane and move
towards the interior to be recycled. In eukaryotes, in other
words, the plasma membrane is the result of two opposite
flows of vesicles, and its integrity is due to the perpetual
motion of these ascending and descending currents.

This mechanism may appear unnecessarily complex,
especially when it is compared with the simplicity of the
bacterial one, but this is only a first impression. Its true
logic comes immediately to light as soon as we regard it
not as an isolated case, but as an example of a wider class
of phenomena, more precisely, as one of the various
mechanisms that eukaryotic cells employ to build their
compartments. The vesicles that are destined to the plasma
membrane, in fact, are produced in the golgi apparatus
together with vesicles that have very different destinations.
Some are delivered to lysosomes and others to secretory
granules.

The golgi apparatus is involved in the terminal modifi-
cation of innumerable molecules that have diverse destina-
tions, and if every molecule had to follow a specific path, the
cell simply could not cope with the immensely intricate
traffic that would have to be directed. The golgi apparatus,
instead, delivers to their destinations an astonishing number
of molecules with only two types of vesicles: one for trans-
porting proteins outside the cell, and the other to its interior
(Farquhar 1985; Pfeffer et al. 1987). This requires only two
destination signals for the vesicles, however large the num-
ber of transported proteins. On top of that, the golgi apparatus
produces a third type of vesicles that do not carry any des-
tination signal, and these are the vesicles that are pro-
grammed, by default, to reach the cell membrane. As we can
see, the solution is extraordinarily efficient: with a single
mechanism and only two types of signals, the cell carries an
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enormous amount of specific products to their destinations,
and also manages to continually renew its membrane.

The golgi apparatus, however, is a transit place for only
a fraction of the proteins that are produced in eukaryotic
cells. The synthesis of all proteins begins in the soluble part
of the cytoplasm (the cytosol), and during this first step
they also receive a signal that specifies their geographic
destination. The piece of the amino acid chain that emerges
first from the ribosome machine—the so-called peptide
leader—can contain a sequence that represents an export
signal to the endoplasmic reticulum (Blobel and Dobber-
stein 1975; Gilmore et al. 1982). If such a signal is present,
the ribosome binds to the reticulum and delivers the protein
into its lumen. If the peptide leader does not carry that
signal, the synthesis continues on free ribosomes, and the
resulting proteins are shed in the cytosol. Of these, how-
ever, only a fraction are destined to remain there, because a
peptide chain can carry, in its interior, one or more signals
that specify other destinations. More precisely, there are
signals for protein export to the nucleus, to mitochondria,
and to other cell compartments (Blobel 1980; Kelly 1985;
Robinson and Austen 1987). Proteins, in conclusion, carry
with them the signals of their geographic destination, and
even the absence of such signals has a meaning, because it
implies that the protein is destined to remain in the cytosol.

The crucial point is that there is no necessary corre-
spondence between protein signals and geographic desti-
nations. The export-to-the-nucleus signals, for example,
could have been used for other compartments, or could
have been totally different, just like the names that are
given to cities, airports, and holiday resorts. This strongly
suggests that the transport of proteins across the eukaryotic
compartments is based on the rules of organic codes that
have been referred to as compartment codes (Barbieri
2003).

Two Different Types of Biological Codes

Definitions can be a source of endless debate, especially
between different fields of research. In biology, for
example, information has been defined as the linear order
of nucleotides in a gene, whereas in engineering it has been
defined as the probability of extracting a sequence from a
pool of sequences and is expressed by the entropy-like
formula introduced by Shannon (1948).

Another difference between the two disciplines has been
the definition of code. The main problem in communica-
tion engineering is the reduction, and possibly the elimi-
nation, of the noise that inevitably affects the transmission
of messages, and to this end a message is submitted to two
anti-noise operations that are known as source coding and
channel coding.
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Source coding consists in reducing the length of a
message by getting rid of all unnecessary features (or
redundancies) in order to minimize the exposition to noise.
Channel coding is instead an anti-noise operation that is
achieved not by reducing but by increasing the length of a
message, in which a variety of noise-detecting operations
that are known as error-correcting codes (Battail
2007, 2014) are introduced. We can get an intuitive idea of
channel coding by comparing it to the familiar operation
that we resort to in noisy situations when we say, for
example, “Alpha, Bravo, Charlie” in place of “a, b, c.”

The key point is that source codes and channel codes,
collectively known as transmission codes, are operations
that transform a linear sequence into another linear
sequence in the same alphabet world. In the case of the
genetic code, instead, a linear sequence of nucleotides is
transformed into a linear sequence of amino acids that
belong to a different alphabet world. The result is that the
genetic code and all the other organic codes require
adaptors to create bridges between the two worlds, whereas
no adaptors are required in the transmission codes.

The actual situation, however, is more complicated than
that, because codes without adaptors have been reported in
biology too. In the 1980s and 90s, Edward Trifonov pro-
posed that the genomes carry several codes simultaneously,
in addition to the classic genetic code, and gave them the
collective name of sequence codes (Trifonov
1989, 1996, 1999). This conclusion rests upon Trifonov’s
definition that “a code is any sequence pattern that can
have a biological function” or “a code is any pattern in a
sequence which corresponds to one or another specific
biological function” (Trifonov 1996, p. 424). As in the case
of the engineering codes, the sequence codes transform
sequences into other sequence that belong to the same
alphabet world, and no adaptors are required in such
transformations.

In addition to the codes described by Trifonov, various
other sequence codes have been brought to light. Among
them are the transcription regulatory codes (Stergachis
et al. 2013; Weatheritt and Babu 2013), the translation
regulation codes (Kindler et al. 2005), the operon codes
(Salgado et al. 2000; Blumenthal 2004), the riboswitch
codes (Nudler and Mironov 2004; Vitreschak et al. 2004;
Tucker and Breaker 2005), the histidine kinase code (Bil-
wes et al. 1999), and many others.

The sequence codes are present in both prokaryotes and
eukaryotes but the differences that exist between them do
not allow us to explain why the evolution of complexity
has been so different in the two primary kingdoms. In the
case of the organic codes, however, the situation is sub-
stantially different.

Of all the adaptor-based codes, the prokaryotes contain
only the genetic code and the signal processing codes,
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whereas the eukaryotes have the whole lot. The key point is
that the adaptor-based codes were instrumental to the
evolution of the great apparatuses of the cell (the transla-
tion apparatus, the membrane system, the splicing appa-
ratus, the golgi apparatus, the cytoskeleton system, the
histone system, and the compartment system), and this
does suggest that they had a profound evolutionary role.

Evolving the Eukaryotes

In the life of any organic code there is an initial phase of
code exploring followed by a long phase of code conser-
vation. The common ancestor, for example, was a code-
exploring system during the evolution of the genetic code
and became a code-conservation system when that evolu-
tion was completed. The descendants of the common
ancestor, on the other hand, embarked on a new journey of
exploration that led them to evolve the signal transduction
codes. This means that the common ancestor transmitted to
its immediate descendants not only the ability to conserve
the genetic code, but also the potential to further explore
the coding space and bring new organic codes into
existence.

This potential to generate new codes, however, was not
transmitted indefinitely to all descendants. After the
genetic code and the signal transduction codes, Archaea
and Bacteria did not evolve any other code, whereas the
ancestors of the eukaryotes continued to explore the coding
space and gave origin to splicing codes, histone code,
cytoskeleton codes, tubulin code, compartment codes, and
sequence codes.

The key point is that this experimental fact immediately
suggests a solution to the problem of complexity. It sug-
gests that the prokaryotes did not increase their complexity
because they did not evolve new organic codes, whereas
the eukaryotes became increasingly more complex because
they maintained the potential to bring new codes into
being. But how did that happen? Why did the prokaryotes
lose the ability to develop new organic codes? A natural
explanation is suggested by the fact that the prokaryotes
became increasingly committed to fast replication and
adopted a drastic streamlining strategy in order to achieve
that goal. Let us illustrate this point with two examples.

In bacteria, the transcription of the genes is immediately
followed by their translation into proteins, but such a fast
link is not a primitive feature and could hardly have been
present in the common ancestor where the genetic code
was still evolving. A direct coupling between transcription
and translation required the abolition of all intermediate
steps and was achieved by the descendants of the common
ancestor that adopted a streamlining strategy. The other
descendants maintained a physical separation between

transcription and translation, and this allowed them to
gradually introduce in between the operations of splicing.
The prokaryotes, in other words, could not evolve a
splicing code simply because they had abolished the sep-
aration between transcription and translation that is the
very precondition of spicing.

As a second example let us consider the histone code.
The ancestral DNAs were negatively charged molecules
that inevitably attracted positively charged peptides, but in
order to maximize the replication rate it was necessary to
remove any interposition between genes and signaling
molecules, and this is why the streamlining strategy pro-
duced genes with no protein wrapping around them. The
ancestral systems that did not follow that strategy, on the
other hand, continued to carry genes surrounded by posi-
tively charged molecules, and eventually some of these
evolved into histones. The potential to evolve the histone
code, in other words, survived only in the descendants of
the common ancestor that did not adopt the streamlining
strategy of the bacteria.

We have in this way a solution to the problem of
complexity: the cells that adopted a streamlining strategy
lost the potential to evolve new organic codes and have
maintained the same complexity ever since; the cells that
did not adopt a streamlining strategy conserved the
potential to evolve new organic codes and gave origin to
increasingly complex systems.

The very existence of the organic codes, in conclusion,
tells us that they appeared throughout the history of life and
that each of them added a new level of complexity to the
evolving cells. The complexity of the cell, in other words,
is due not only to the number of its components, but also to
the number of coding relationships that exist between its
components, i.e., to the number of its organic codes.

The Role of Endosymbiosis

In 1866, Haeckel proposed a phylogenetic tree where the
first forms of life were cells without a nucleus (which he
called monera), which later generated nucleated cells
(protista), which in turn gave rise to multicellular organ-
isms. In 1883, Schimper proposed that chloroplasts had
once been free-living bacteria that became incorporated by
a process of internalization, or endosymbiosis, into other
cells, and a few decades later this hypothesis was refor-
mulated and extended to mitochondria by Mereschowsky
(1910), by Portier (1918), and by Wallin (1927).

In the 1970s and 80s, the endosymbiosis hypothesis was
forcefully reproposed by Margulis (1970, 1981), and within a
few years it received overwhelming support from the exper-
imental evidence. It was found that mitochondria and
chloroplasts are still carrying fragments of their ancient
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circular DNA, and contain bacterial ribosomes whose
molecular weight is about half that of eukaryotic ribosomes.
Today it is universally acknowledged that mitochondria and
chloroplasts were acquired by endosymbiosis, and their RNA
sequences have shown that mitochondria were derived from
alfa-proteobacteria, whereas chloroplasts are the modified
descendants of cyanobacteria (Yangetal. 1985; Woese 1987).

The acquisition of mitochondria had a massive evolu-
tionary impact because it set in motion an energy revolu-
tion that profoundly changed the course of cell history
(Lane and Martin 2010; Lane 2011).

The genome of a bacterial cell gets all the energy it
needs for its expression from a single bacterium, whereas
the genome of a eukaryotic cell gets its energy from hun-
dreds or thousands of symbiotic bacteria. This means that
endosymbiosis allowed eukaryotes to have much more
energy at their disposal, and it has in fact been calculated
that “... the average eukaryote has 1,200 times as much
energy per gene as the average prokaryote” (Lane 2015,
p- 173). Cells spend as much as 80 % of their total energy
budget in protein synthesis, and the higher the number of
genes the higher the cost of protein synthesis. This is why
“... there are about 13,000 ribosomes in an average bac-
terium such as E. coli, and at least 13 million ribosomes in
a single liver cell” (Lane 2015, p. 172).

The acquisition of mitochondria, in other words, allowed
the cells to enormously expand their genomes and their
power. Augmenting the power of a car, on the other hand,
produces a bigger and a faster car but does not change its
nature. According to an influential school of thought, how-
ever, endosymbiosis did just that: it transformed the union of
two prokaryotes into the first eukaryote.

This conclusion is based on two considerations: (1) the
hypothesis that only Archaea and Bacteria descended from
the common ancestor, and (2) the evidence that Archaea
and Bacteria have not substantially changed in billions of
years. The first point implies that it was Archaea and
Bacteria that gave origin to eukaryotes, while the second
point implies that none of them could do it individually,
and only a fusion, or merger, of their cells could produce a
cell that had a completely different nature.

This theory has been expressed in various ways.
According to Martin and Miiller, the original cell fusion
took place between a methanogenic archaeon and the alfa-
proteobacterium whose descendants evolved into mito-
chondria (Martin and Miiller 1998). According to Lopez-
Garcia and Moreira (1999) the eukaryotic cell emerged
from the association of a methanogenic archaeon with a
myxobacterium that supplied molecular hydrogen, and
subsequently this system engulfed a third partner, the
endosymbiont that gave origin to mitochondria.

In both cases, the basic assumption is that the eukaryotic
cell is a chimera that originated from the fusion of an
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archaeon with a bacterium in an extraordinary episode of
transmutation that Franklin Harold described as “effec-
tively a miracle” (Harold 2014, p. 124).

Two or Three Kingdoms?

The hypothesis that Archaea and Bacteria were the sole
descendants of the common ancestor leads inevitably to the
conclusion that the eukaryotes are archaeo-bacterial chi-
meras (the bacterial theory of life), but it is important to
keep in mind that an alternative does exist: it is the idea
proposed by Woese that the common ancestor gave origin
to three primary kingdoms, not just two, and that the
ancestors of the eukaryotes were neither Archaea nor
Bacteria but a third type of cells that he called urkaryotes.
It is also important to keep in mind that this proposal is
compatible with the results of whole-genome phylogenies
(Harold 2014) and represents therefore a legitimate scien-
tific theory.

Despite this fact, the idea of the three kingdoms is often
described as a case of eukaryotic chauvinism. According to
Lane, for example, “some scientists like to view the
eukaryotes as descending from the very base of the tree of
life, for what I see as basically emotional reasons...the
problem seems to be a case of anthropocentric dignity. We
are eukaryotes and it offends our dignity to see ourselves as
Johnny-come-lately genetic mongrels” (Lane 2015, p. 162).

In reality, the three kingdoms were proposed by Woese
exclusively on the basis of experimental data and have
been defended ever since with strictly scientific arguments.

In the case of the eukaryotic signature genes, for
example, it is legitimate to say that they descended from
prokaryotes and that their original prokaryotic features
became transformed beyond recognition, but it is equally
legitimate, and far more parsimonious, to say that they do
not have prokaryotic features because they did not descend
from prokaryotes.

An argument that is often raised against the three-
kingdoms hypothesis is that this idea seems to imply that
eukaryotic complexity arrived very early in the history of
life, and that goes against the principle that in evolution
simplicity came first and complexity later. But let us take a
closer look at the properties can we can attribute to the
urkaryotes. The complexity of the genetic code was already
present in the common ancestor and was transmitted to its
immediate descendants together with the potential to
evolve the signal processing systems that we find in
Archaea, Bacteria, and Eukarya. In this framework, the
urkaryotes represent the lineage that evolved the third
signal-processing system, and for this purpose they did not
have to be more complex than the cells that evolved the
signal processing systems of Archaea and Bacteria.
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The argument from complexity, in other words, is not
valid, because all the immediate descendants of the com-
mon ancestor had comparable levels of complexity. The
problem is what happened to the descendants of the first
cells, because in this case we know that some of them
became more complex and others did not.

It is legitimate to say that the potential to evolve new
organic codes was lost for good in Archaea and Bacteria,
and then it was restored again by an extraordinary fusion of
an archaeon with a bacterium. But it is also legitimate, and
far more parsimonious, to say that that potential was not
lost in the urkaryotes, and from these it was transmitted to
all members of the third kingdom that eventually evolved
into eukaryotes.

Life and Codes

The evolution of life took place exclusively in single cells
for about 3 billion years, but eventually some eukaryotes
gave origin to multicellular creatures, and again we find
that new levels of complexity were associated with new
organic codes, in particular with the codes that have been
discovered in embryonic development and in nervous
systems (Barbieri 2015b). Among them: the Hox code
(Hunt et al. 1991; Kessel and Gruss 1991), the adhesive
code (Redies and Takeichi 1996; Shapiro and Colman
1999), the transcriptional code (Jessell 2000; Marquard and
Pfaff 2001; Altaba et al. 2003; Flames et al. 2007), the
neural code (Nicolelis and Ribeiro 2006; Nicolelis 2011), a
neural code for taste (Di Lorenzo 2000; Hallock and Di
Lorenzo 2006), an odorant receptor code (Dudai 1999; Ray
et al. 2006), a space code in the hippocampus (O’Keefe and
Burgess 1996, 2005; Hafting et al. 2005; Brandon and
Hasselmo 2009; Papoutsi et al. 2009), the synaptic code for
cell-to-cell communication (Hart et al. 1995; Szabo and
Soltesz 2015), the apoptosis code (Basafiez and Hardwick
2008; Fiillgrabe et al. 2010), the bioelectric code (Tseng
and Levin 2013; Levin 2014), the acoustic codes (Farina
and Pieretti 2014), and the glycomic code (Buckeridge and
De Souza 2014; Tavares and Buckeridge 2015).

Even in these cases, however, the discovery of new
codes circulated only in small circles and did not modify
the traditional view of biology. As a result, we still have a
theoretical framework that contemplates only two codes in
nature: the genetic code that appeared at the origin of life
and the codes of culture that arrived almost 4 billion years
later. That amounts to saying that there have been no other
codes in between, and therefore that codes are extraordi-
nary exceptions, not normal components of life.

In reality, organic codes have appeared throughout the
whole history of life and have played a crucial role in
evolution. Let us take a look, for example, at the evolution

of protein synthesis. The picture that emerges from the
experimental data is that many apparatuses of protein
synthesis evolved in the history of life, because their
components are highly variable in different lineages; the
ribosomes, for example, have average molecular weights of
two million in prokaryotes and four million in eukaryotes,
and their actual molecular weights change from species to
species; the eukaryotes have many more ribosomal proteins
and much heavier ribosomal RNAs than prokaryotes, and
many details of protein synthesis change even between
Archaea and Bacteria.

In fact, the only thing that all apparatuses of protein
synthesis have in common is the genetic code, and this tells
us something important. It tells us that the rules of the
organic codes are the great invariants of life, the sole
entities that have been conserved for billions of years while
everything else has been changed.

The organic codes, in conclusion, are fundamental
components of life that give us a new understanding of
macroevolution, and their study is destined to become an
increasingly relevant part of the life sciences.
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